Finite general Gaussian mixture modeling and application to image and video foreground segmentation
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Abstract. We propose a new finite mixture model based on the formalism of general Gaussian distribution (GGD). Because it has the flexibility to adapt to the shape of the data better than the Gaussian, the GGD is less prone to overfitting the number of mixture classes when dealing with noisy data. In the first part of this work, we propose a derivation of the maximum likelihood estimation for the parameters of the new mixture model, and elaborate an information-theoretic approach for the selection of the number of classes. In the second part, we validate the proposed model by comparing it to the Gaussian mixture in applications related to image and video foreground segmentation.

1 Introduction
Finite Gaussian mixture models are widely used in various fields of computer vision and image processing.1–5 This model-based approach to clustering makes it possible to validate a given model order in a formal way.6 However, it is well known that Gaussian density has some drawbacks, such as the rigidity of its shape, which prevents it from yielding a good approximation to data with outliers.7 For this reason, many researchers, especially in the signal processing community, have started to use general Gaussian density (GGD) for its flexibility to model data with different shapes. The GGD has been used recently in speech modeling,8 wavelet-based texture retrieval,9 and video coding.10 Other applications based on GGD have also been proposed for signal deconvolution11 and discrete cosine transform (DCT) image coding.12 Recently, the authors in Ref. 13 used GGD to estimate reliable location parameters and regression coefficients in data containing noise or outliers. However, most of these research efforts have focused on using GGD to model unimodal data, i.e., the data are modeled using a single GGD. In applications involving data with many clusters, such as segmentation, a multicomponent probabilistic model using mixture modeling is required.

The focus of the present work is the utilization of GGD for robust mixture modeling in the context of noisy image and video foreground segmentation. A mixture model using the formalism of general Gaussian distribution is proposed, and we denote it by MoGG (by analogy to the notation commonly used in the literature for a mixture of Gaussian distributions: MoG). Because it has the flexibility to fit the shape of data better than a MoG, the new model is capable of yielding a robust mixture representation for noisy data. By robustness, we mean the ability of the model to repre-
sent the shape of data accurately, with less sensitivity to overfitting the number of classes in the presence of noise or outliers. In this regard, we show that the MoGG offers a better performance than the MoG, a finding we have validated on applications involving image and video foreground segmentation.

This work is organized as follows. In Sec. 2, we present the maximum likelihood estimation of the parameters of the MoGG. Section 3 describes the method for model selection using the minimum message length (MML) criterion. In Sec. 4, we test the performance of the new model on examples of segmentation. We end with conclusions and some perspectives.

2 Mixture of General Gaussian Distributions

General Gaussian distribution for a variable $X \in \mathbb{R}$ is defined as follows:

$$p(X|\mu, \sigma, \lambda) = \left[ \frac{\Gamma(3/\lambda)}{\Gamma(1/\lambda)} \right]^{1/2} \frac{\Gamma(3/\lambda)}{2\sigma \Gamma(1/\lambda)} \exp\left[ -A(\lambda) \left( \frac{X - \mu}{\sigma} \right)^\lambda \right],$$

where

$$A(\lambda) = \left[ \frac{\Gamma(3/\lambda)}{\Gamma(1/\lambda)} \right]^{1/2}.$$

$\Gamma(\cdot)$ denotes the gamma function, and $\mu$ and $\sigma$ are the distribution mean and standard deviation parameters. The parameter $\lambda \geq 1$ controls the tails of the pdf and determines whether it is peaked or flat: the larger the value of $\lambda$, the flatter the pdf, and the smaller $\lambda$ is, the more peaked the pdf (see Fig. 1). This gives the pdf a flexibility to fit the shape of heavy-tailed data.\(^{13}\) Note that the Laplacian and Gaussian distributions are particular cases of the GGD where $\lambda = 1$ and 2, respectively. With a mixture of $M$ GGDs, the probability of random variable $X$ is given by:

$$p(X|\Theta) = \sum_{j=1}^{M} p(X|\mu_j, \sigma_j, \lambda_j) p_j,$$

where $0 < p_j \leq 1$ and $\Sigma_{j=1}^{M} p_j = 1$. The parameters of the mixture with $M$ classes are $\Theta = (\xi_1, \xi_2, \xi_3, \xi_4)$, where $\xi_1 = (\mu_1, \ldots, \mu_M)$, $\xi_2 = (\sigma_1, \ldots, \sigma_M)$, $\xi_3 = (\lambda_1, \ldots, \lambda_M)$, and $\xi_4 = (p_1, \ldots, p_M)$ is the vector constituted by the mixing parameters. Two important problems commonly arise in finite mixture modeling: the estimation of the set of parameters $\Theta$ and the determination of the number of classes $M$. When the number of classes is known, statistical inferential methods about the parameters can be used, primarily via maximum likelihood estimation. For the selection of the number of classes, many approaches have been suggested, such as the minimum message length (MML),\(^{14}\) Akaike information criterion (AIC),\(^{15}\) the minimum description length (MDL),\(^{16}\) and the Laplace empirical criterion (LEC).\(^{6}\) Several papers have also demonstrated the performance of Bayesian methods in the selection of the Gaussian mixture model, for example, Refs. 6 and 17.

2.1 Maximum Likelihood Estimation of the Mixture of General Gaussian Parameters

Let us consider a set of data $X = \{X_1, X_2, \ldots, X_N\}$. For the moment, we suppose the number of mixture components $M$ is known. The maximum likelihood method consists of getting the mixture parameters that maximize the log-likelihood function given by:

$$\max_{\Theta} \{\log[p(X|\Theta)]\} = \max_{\Theta} \left\{ \log \prod_{X_i \in X} p(X_i|\Theta) \right\},$$

with the constraint $\Sigma_{j=1}^{M} p_j = 1$. To take into account this constraint, we use a Lagrange multiplier and maximize the following function:

$$\Phi(X, \Theta, \Lambda) = \log[p(X|\Theta)] + \Lambda \left( 1 - \sum_{j=1}^{M} p_j \right),$$

where $\Lambda$ is the Lagrange multiplier. The estimation of the parameters $\Theta$ is then reduced to solving the following two equations:

$$\frac{\partial \Phi(X, \Theta, \Lambda)}{\partial \Theta} = 0,$$

$$\frac{\partial \Phi(X, \Theta, \Lambda)}{\partial \Lambda} = 0.$$

Straightforward manipulations yield the iterative equations:
\[ \hat{p}_j = \frac{1}{N} \sum_{i=1}^{N} p(j|X_i), \]
\[ \hat{\mu}_j = \frac{\sum_{i=1}^{N} p(j|X_i)|X_i - \mu_j|^{-2} X_i}{\sum_{i=1}^{N} p(j|X_i)|X_i - \mu_j|^{-2}}, \]
\[ \hat{\sigma}_j = \left[ \frac{\lambda_j A(\lambda_j) \sum_{i=1}^{N} p(j|X_i)|X_i - \mu_j|^{-1}}{\sum_{i=1}^{N} p(j|X_i)} \right]^{1/\lambda_j}, \]

where \( p(j|X_i) \) is the posterior probability of the class \( j \), given the observation \( X_i \). It follows that \( X_i \) is taken from the class \( l \) if \( p(l|X_i) = \arg \max_j[p(j|X_i)] \), which is the Bayes rule, and we have:

\[ p(j|X) = \frac{p(X|j)p_j}{\sum_{i=1}^{M} p(X|i)p_i}. \]

For the parameter \( \lambda_j \), we use the Newton-Raphson method, which is based on developing the function \( \partial \log[p(\lambda^j|\Theta)]/\partial \lambda_j \) in a power series with respect to the parameter \( \lambda_j \). We obtain the following updating equation:

\[ \hat{\lambda}_j \approx \lambda_j - \left( \frac{\partial^2 \log[p(\lambda^j|\Theta)]}{\partial \lambda_j^2} \right)^{-1} \frac{\partial \log[p(\lambda^j|\Theta)]}{\partial \lambda_j}. \]

The calculation of the terms \( \partial \log[p(\lambda^j|\Theta)]/\partial \lambda_j \) and \( \partial^2 \log[p(\lambda^j|\Theta)]/\partial \lambda_j^2 \) is given in Appendix B.

### 2.2 Mixture of General Gaussian for Multidimensional Data

A multidimensional generalization of the function in Eq. (1) is not trivial. In the past, multivariate elliptically symmetric distributions, such as Kotz-type or multivariate power exponential distributions, have been proposed, where the Mahalanobis distance in the exponent is raised to a power of a real number. However, such a generalization assumes the same shape parameter \( \lambda \) for all the dimensions of the data, which is very restrictive if different dimensions of the data have different shapes. For illustration, see Fig. 2. Research in the past has shown the performance of nonlinear regression models, for example, where the input variables have different powers, in achieving good approximation to data. In our case, we seek a multidimensional GGD that contains a different shape parameter for each dimension. In practice, however, this objective is intractable if the data are correlated. To preserve the shape property, we suppose the dimensions are independent, which is a common and reasonable choice for high-dimensional data. Given a \( d \)-dimensional data vector \( \tilde{X}=(X_1, \ldots, X_d) \), the probability of the vector \( \tilde{X} \) with a GGD is given by:

\[ p(\tilde{X}|\tilde{\mu}, \tilde{\sigma}, \lambda) = \prod_{k=1}^{d} \frac{\lambda_k}{2\sigma_k \Gamma(\lambda_k/2)} \exp \left[-\lambda_k (\frac{X_k - \mu_k}{\sigma_k})^{\lambda_k/2} \right], \]

where \( \tilde{\mu}=(\mu_1, \ldots, \mu_d) \) and \( \tilde{\sigma}=(\sigma_1, \ldots, \sigma_d) \). The parameter \( \lambda_k \geq 1 \) controls the tails of the pdf and determines whether it is peaked or flat in the \( k \)-th dimension. Let us consider a set of data \( X=(X_1, X_2, \ldots, X_N) \). The parameters to estimate are now \( \Theta=(\xi_1, \xi_2, \ldots, \xi_M) \), where \( \xi_j=(\tilde{\mu}_1, \ldots, \tilde{\mu}_d) \), \( \xi_2=(\tilde{\sigma}_1, \ldots, \tilde{\sigma}_M) \), \( \xi_3=(\lambda_1, \ldots, \lambda_M) \), and \( \xi_4=(p_1, \ldots, p_M) \). Using maximum likelihood estimation, we obtain the following parameters for the mixture:

\[ \hat{p}_j = \frac{1}{N} \sum_{i=1}^{N} p(j|\tilde{X}_i), \]

\[ \hat{\mu}_{jk} = \frac{\sum_{i=1}^{N} p(j|\tilde{X}_i)|X_{ik} - \mu_{jk}|^{-2} X_{ik}}{\sum_{i=1}^{N} p(j|\tilde{X}_i)|X_{ik} - \mu_{jk}|^{-2}}, \]

\[ \hat{\sigma}_{jk} = \left[ \frac{\lambda_{jk} A(\lambda_{jk}) \sum_{i=1}^{N} p(j|\tilde{X}_i)|X_{ik} - \mu_{jk}|^{-1}}{\sum_{i=1}^{N} p(j|\tilde{X}_i)} \right]^{1/\lambda_{jk}}, \]

with \( i=1, \ldots, N, j=1, \ldots, M, \) and \( k=1, \ldots, d \). The parameters \( \lambda_{jk} \) are estimated in the same fashion as in the 1-D case, using the Newton-Raphson method.
\textbf{3 Mixture of General Gaussian Model Selection Using the Minimum Message Length Criterion}

For the mixture model selection, we use the MML criterion, which is a Bayesian criterion that has shown good performance for the Gaussian mixture model.\textsuperscript{14,17} Using the MML, the optimal number of classes of the mixture is obtained by minimizing the following function:\textsuperscript{14,21}

\begin{equation}
\text{mess length}(M) = - \log[p(\Theta_M)] - \log[p(\lambda|\Theta_M)] + \frac{1}{2} \log |F(\Theta_M)| - \frac{1}{2} \log(12) + \frac{N_p}{2},
\end{equation}

where \(N_p\) is the number of parameters in the mixture model, and \(\Theta_M\) is the set of parameters when the mixture contains \(M\) components. In what follows, we drop this notation by assuming the calculations are performed for a given \(M\). In Eq. (16), \(p(\Theta)\) is the prior probability, \(p(\lambda|\Theta)\) is the likelihood given in Eq. (3), and \(|F(\Theta)|\) is the determinant of the Fisher information matrix minus the log-likelihood of the mixture. The estimation of the number of classes is carried out by finding the minimum with regard to \(\Theta\) of the message length (\textit{mess length}). In the following, we give the derivation of the terms \(p(\Theta)\) and \(|F(\Theta)|\).

\textbf{3.1 Derivation of the Prior Distribution \(p(\Theta)\)}

We specify a prior \(p(\Theta)\) that expresses the lack of knowledge about the mixture parameters. It is reasonable to assume that the parameters of different components in the mixture are independent, since having knowledge about a parameter in the class \(i\) does not provide any knowledge about the parameters of a class \(j\). Furthermore, we can assume the parameters \(\xi_1, \xi_2, \xi_3,\) and \(\xi_4\) are mutually independent, which yields the following prior distribution over the parameters:

\begin{equation}
p(\Theta) = p(\xi_1)p(\xi_2)p(\xi_3)p(\xi_4).
\end{equation}

We now define the four densities \(p(\xi_1), p(\xi_2), p(\xi_3),\) and \(p(\xi_4)\). We know that the vector \(\xi_i\) is defined on the simplex defined by \(\{(p_1, \ldots, p_M): \sum_{j=1}^{M-1} p_j < 1\}\). Thus, a natural prior for \(\xi_i\) is the Dirichlet distribution:

\begin{equation}
p(\xi_i) = \frac{\Gamma(\sum_{j=1}^{M} \eta_j)^M}{\prod_{j=1}^{M} \Gamma(\eta_j)} \prod_{j=1}^{M} p_j^{\eta_j - 1},
\end{equation}

where \(\vec{\eta} = (\eta_1, \ldots, \eta_M)\) is the parameter vector of the Dirichlet distribution. The choice of \(\eta_1 = 1, \ldots, \eta_M = 1\) gives a uniform prior over the space where \(p_1 + \ldots + p_M = 1\). This prior is formulated by:

\begin{equation}
p(\xi_i) = (M - 1)!. \quad (19)
\end{equation}

Note that this uniform prior is defined over the \((M-1)\)-dimensional region of hypervolume \(1/(M-1)!\). It represents the inverse of the hypervolume such that the prior integrates to 1. For the parameter \(\xi_2\), we have:

\begin{equation}
p(\xi_2) = \prod_{j=1}^{M} p(\sigma_j),
\end{equation}

where we have assumed that the different components of the vector \(\sigma_j\) are independent. Further, in the absence of other knowledge about \(\sigma_k, k=1, \ldots, d\), we use the principle of ignorance by taking a uniform prior. Suppose that \(\sigma = (\sigma_1, \ldots, \sigma_d)\) and \(\mu = (\mu_1, \ldots, \mu_d)\) are the standard deviation and mean vectors of the entire population (the whole of dataset \(X\)). Then for each \(\sigma_{jk}\), we choose the following uniform prior:

\begin{equation}
p(\sigma_{jk}) = \frac{1}{\sigma_k}, \quad (21)
\end{equation}

where \(0\leq \sigma_{jk} \leq \sigma_k, k=1, \ldots, d\). It follows that

\begin{equation}
p(\sigma_j) = \prod_{k=1}^{d} \frac{1}{\sigma_k}. \quad (22)
\end{equation}

By substituting Eq. (22) into Eq. (20), we obtain:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image.png}
\caption{Example with a synthetic image showing the problem of mixture overfitting: (a) and (b) show the original image and the noisy version of it, respectively; and (c) shows the histograms of the original and noisy images.}
\end{figure}
$p(\xi_2) = \prod_{j=1}^{M} \prod_{k=1}^{d} \frac{1}{\sigma_k} = \prod_{k=1}^{d} \frac{1}{\sigma_k^M}$.  

(23)

Likewise, we take a uniform prior for each $\mu_{jk}$. Each $\mu_{jk}$ is chosen to be uniform in the region within one standard deviation of the population mean; i.e., $\mu_{k} - \sigma_k \leq \mu_{jk} \leq \mu_{k} + \sigma_k$. Thus, the prior is given by the following equation:

$p(\xi_1) = \prod_{j=1}^{M} \prod_{k=1}^{d} p(\mu_{jk}) = \prod_{k=1}^{d} \left( \frac{1}{2\sigma_k^d} \right)^m$.  

(24)

For the last parameter $\xi_3$, we adopt for each $\lambda_{jk}$ a uniform distribution $\mathcal{U}(0, h)$, where the value of $h$ is chosen sufficiently large. We obtain the following prior:

$p(\xi_3) = \prod_{j=1}^{M} \prod_{k=1}^{d} p(\lambda_{jk}) = \frac{1}{h^{M \cdot d}}$.  

(25)

Finally, by substituting Eqs. (19) and (23)–(25) into Eq. (17), we obtain:

$$p(\Theta) = \frac{(M-1)!}{(2h)^{M \cdot d}} \prod_{k=1}^{d} \frac{1}{\sigma_k^{2M}}.  \tag{26}$$

### 3.2 Derivation of the Determinant of the Fisher Information Matrix $|F(\Theta)|$

The Hessian matrix of a mixture leads to a complicated analytical form of MML, which cannot be easily reproduced. Therefore, we approximate it by the complete Fisher information matrix, which yields the following expression for the determinant $|F(\Theta)|$:

$$|F(\Theta)| = |F(\xi_1)| \prod_{j=1}^{M} |F(\tilde{\mu}_j)||F(\tilde{\sigma}_j)||F(\tilde{\lambda}_j)|,$$  

(27)

where $|F(\xi_1)|$ is the determinant of the Fisher information matrix with regard to the mixing parameters, and $|F(\tilde{\mu}_j)|$, $|F(\tilde{\sigma}_j)|$, and $|F(\tilde{\lambda}_j)|$ are the determinants of the Fisher information matrices with respect to the vectors $\tilde{\mu}_j$, $\tilde{\sigma}_j$, and $\tilde{\lambda}_j$ of component $j$ of the mixture. In what follows, we compute each of these terms separately.

For $|F(\xi_1)|$, it should be noted that the mixing parameters satisfy the constraint $\sum_{j=1}^{M} p_j = 1$. Consequently, it is possible to consider the generalized Bernoulli process with a series of trials, each of which has $M$ possible outcomes labeled first cluster, second cluster, ..., $M$th cluster. The number of trials of the $j$th cluster is, therefore, a multinomial distribution of parameters $p_1, p_2, \ldots, p_M$, which gives the following determinant of the Fisher information matrix:

$$|F(\xi_1)| = \frac{M^{M-1}}{\prod_{j=1}^{M} p_j},  \tag{28}$$

where $N$ is the number of data vectors. For $|F(\xi_1)|$, $|F(\xi_2)|$, and $|F(\xi_3)|$, let us consider the $j$th class $\mathcal{X}_j = \{X_1, \ldots, X_{n_j}\}$ of the mixture; $\mathcal{X}_j$ here denotes the data in class $j$ after classifying all the data $\mathcal{X}$ using the maximum a posteriori probability defined by Eq. (10). The choice of the $j$th class allows us to simplify the notation without loss of generality. The Hessian matrices when we consider the vectors $\tilde{\mu}_j$, $\tilde{\sigma}_j$, and $\tilde{\lambda}_j$ are given by

$$F(\tilde{\mu}_j)_{k_1k_2} = \frac{\partial^2}{\partial \mu_{jk_1} \partial \mu_{jk_2}} \log[p(\mathcal{X}_j|\Theta)],$$  

(29)

$$F(\tilde{\sigma}_j)_{k_1k_2} = \frac{\partial^2}{\partial \sigma_{jk_1} \partial \sigma_{jk_2}} \log[p(\mathcal{X}_j|\Theta)],$$  

(30)

$$F(\tilde{\lambda}_j)_{k_1k_2} = \frac{\partial^2}{\partial \lambda_{jk_1} \partial \lambda_{jk_2}} \log[p(\mathcal{X}_j|\Theta)],$$  

(31)

where $k_1, k_2 \in \{1, \ldots, d\}$. After computing the derivatives in Eqs. (29)–(31) (see Appendix A), we obtain:

$$|F(\tilde{\mu}_j)| = \prod_{j=1}^{M} \prod_{k=1}^{d} \frac{\lambda_{jk}(1 - \lambda_{jk})}{\sigma_{jk}^2} A(\lambda_{jk}) \sum_{i=1}^{n_j} [X_{jk} - \mu_{jk}]^2,$$  

(32)

$$|F(\tilde{\sigma}_j)| = \prod_{j=1}^{M} \prod_{k=1}^{d} \frac{n_j}{\sigma_{jk}^2} + A(\lambda_{jk}) \lambda_{jk}(\lambda_{jk} + 1) \sigma_{jk}^{2d},$$  

(33)

$$|F(\tilde{\lambda}_j)| = \prod_{j=1}^{M} \prod_{k=1}^{d} \frac{\partial^2 \log[p(\mathcal{X}_j|\Theta)]}{\partial \lambda_{jk}^2}.$$  

(34)

The model selection and parameter estimation of the MoGG are summarized in the algorithm given next. Given a number of components, the mixture parameters are estimated iteratively using the expectation-maximization (EM) algorithm. Note that convergence of the EM is detected when the distance between the parameters resulting from two successive iterations $\ell$ and $\ell + 1$ is smaller than a predefined threshold $\epsilon$; i.e., $\|\Theta(\ell + 1) - \Theta(\ell)\| < \epsilon$. Note also that the initialization of the mixing parameters and the mean and standard deviation vectors is performed using the K-means algorithm.

**Algorithm 1.** For each candidate value of $M$ do:

- initialization
- repeat until convergence:

**E-step:** compute the posterior probabilities $p(j|\tilde{X}_i)$

**M-step:** for $j = 1, \ldots, M$, for $k = 1, \ldots, d$

update $(\lambda_{jk}, p_j, \mu_{jk}, \sigma_{jk})$ using Eqs. (11) and (13)–(15)

- calculate the associated MML criterion using Eq. (16).

Select the optimal model $M^*$ such that $M^* = \arg \min_M \text{mess length (M)}$.  

---
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4 Experiments and Discussion

4.1 Application to Image Segmentation

Image segmentation is one of the most important problems in computer vision and image processing. In the past, mixture models have been used for segmentation, where the aim is to build a partition of the image in which each region’s data distribution is modeled using a component of the mixture.\(^1,^4,^23\) Gaussian distribution has been used in these methods because of its simplicity and practicality. The fact remains, however, that with noisy data, the image histogram may be heavy-tailed and the mixture model lose its accuracy by overfitting the actual number of regions in

---

**Fig. 4** Example showing the sensitivity of the MML to noise in the case of the MoG and MoGG models: (a) and (b) show the values of the MML for the two models using the original and noisy image data, respectively; (c) and (e) show the approximation of the noisy image histogram using the MoG and MoGG models, respectively; (d) and (f) show the pdfs (dashed lines) composing the MoG and MoGG models (solid lines), respectively. The estimated MoGG parameters are \(\hat{\xi}_1 = (46.1, 79.1, 108.9, 149.6)\), \(\hat{\xi}_2 = (11.7, 76.4, 8.9, 11.03)\), and \(\hat{\xi}_4 = (0.27, 0.22, 0.25, 0.26)\), while those of the MoG are \(\hat{\xi}_1 = (46.5, 79.12, 108.8, 145.31, 149.8)\), \(\hat{\xi}_2 = (11.7, 7.68, 8.9, 20.1, 8.4)\), and \(\hat{\xi}_4 = (0.27, 0.22, 0.24, 0.08, 0.19)\).
To reduce the problem of overfitting, we propose applying the new mixture model for segmentation. To illustrate the problem of mixture overfitting caused by noise, Figs. 3 and 4 show an example of mixture modeling for the intensity distribution of a synthetic image. Figures 3a and 3b show the original and noisy images, respectively. Here, the noisy image is obtained by adding to the original image a Gaussian noise with distribution $\mathcal{N}(0, \sigma_n)$; we set $\sigma_n=3$. Figure 3c shows the histograms of these images, where the original image histogram contains four different modes that correspond to the four regions of the image. Notice the effect of noise on the histogram, adding tails to the histogram modes and increasing their overlap. Figure 4 shows the values of the MML obtained using a MoG and MoGG to model the intensity distribution of the noisy image. Adding noise resulted in the MoG creating a fifth class to better fit the histogram. The MoG model and the pdfs associated with its components are shown in Figs. 4c and 4d. In contrast, the MoGG preserved the four classes. Figures 4e and 4f show the MoGG model and the pdfs associated with its different components. Notice, for example, the right side of the histograms, where an overfitting occurred for the MoG [see Figs. 4c and 4d]. The fourth GGD of the MoGG is heavy-tailed, allowing it to fit the data in this part of the histogram without adding a new mixture component [see Figs. 4e and 4f].

Finally, Fig. 5 shows a real-world image segmentation example (the test image, of size $180 \times 240$, was downloaded from a public face database on the internet). From the color image in Fig. 5a, we created the noisy image in Fig. 5b by adding Gaussian noise with distribution $\mathcal{N}(0, \sigma_n)$ to each color band. Similar to the previous experiment, we set $\sigma_n=3$. Figures 5c and 5d present 3-D graphs of the RGB color values contained in the original and noisy images, respectively. Notice in Fig. 5d how adding noise creates overlap between the different classes of color contained in the original image. The MML of the...
MoG gave five components, while it gave only four components for the MoGG [see Fig. 5(e)]. After segmenting the noisy image using the maximum a posteriori (MAP) criterion (i.e., assign a pixel to the class $k$ such that $k = \arg \max_j [p(j | X)]$), we obtain the results shown in Figs. 5(f) and 5(g) for the MoG and MoGG models, respectively. Note that for the segmentation, we used the optimal number of regions, calculated using the MML, for both the MoG and MoGG models. To illustrate the performance of the proposed model, notice the oversegmentation of the skin region in the face of the person, obtained using the MoG. The same region has clearly been less oversegmented using the MoGG model [see Fig. 5(g)].

4.2 Application to Video Foreground Segmentation

Recently, adaptive Gaussian mixture models have been used for segmenting video foregrounds in sequences acquired using a static camera. The problem consists of segmenting the foreground (moving objects) by constructing over time a mixture model for each pixel and deciding, in a new input frame, whether the pixel belongs to the foreground or the background. The approach showed promising results in Refs. 2 and 24 However, major challenges remain, such as handling sudden illumination changes, slow moving objects, shadows, and other phenomena that produce nonstationary backgrounds (outliers), which may cause erroneous classification of pixels to the foreground. One part of the problem comes from the sensitivity of the Gaussian mixture model in handling false foreground pixels caused by the previously mentioned phenomena. In this section, we exploit the properties of the MoGG to enhance the robustness of mixture modeling against such phenomena.

For segmenting the foreground in a video sequence, the authors in Ref. 2 propose online learning of a Gaussian mixture model for each pixel in the video frames. The components that occur frequently in the mixture, i.e., with high prior probability and small variance, are used to model the background. To segment the video foreground, the mixture components are first ordered by the value of this term: $p_j \| \vec{\sigma}_j \|$, $j = 1, \ldots, M$. Then, the first $B$ components are chosen to model the background, such that

$$B = \arg \min_b \left( \sum_{j=1}^{b} p_j > T \right),$$  \hspace{1cm} (35)

where $T$ is a threshold and $\| \cdot \|$ designates the norm of a vector.

In what follows, we propose to build an online estimation of the parameters of the MoGG model. We suppose the frames of the video are acquired online and numbered $I(\ell)$, $0 \leq \ell < \infty$, according to the order of their arrival. Following the approach presented in Refs. 25–27, an iterative scheme is built for the online estimation of the MoGG parameters for each pixel $(x, y)$. We denote by $M(\ell)(x, y)$ the mixture model associated with the pixel $(x, y)$ at time $\ell$. Given the parameters of the mixture model $M(\ell)(x, y)$, and a new value for the pixel $\vec{X}(\ell+1)$ [from a new input frame $I(\ell+1)$], the parameters of the mixture are updated as follows:

$$p_j^{(\ell+1)} = p_j^{(\ell)} + \beta_{\ell} \cdot p[j | \vec{X}(\ell+1)] - p_j^{(\ell)},$$ \hspace{1cm} (36)

$$d_j^{(\ell+1)} = d_j^{(\ell)} + \beta_{\ell} \cdot p[j | \vec{X}(\ell+1)] \frac{\partial \log [p[\vec{X}(\ell+1) | \theta_j]]}{\partial \theta_j},$$ \hspace{1cm} (37)

where $\beta_{\ell}$ represents any sequence of positive numbers that decreases to zero. The derivatives in Eq. (37), with respect to the different parameters of the mixture distributions, $\vec{\mu}_j$, $\vec{\sigma}_j$, and $\lambda_j$, are given in Appendices A and B. For the selection of classes in the mixture model, we use the MML. The algorithm for foreground segmentation works as follows. Given an input frame of the sequence, for each pixel, check whether its new value matches one of the components of its MoGG mixture. A match to a component occurs when the value of the pixel $\vec{X}$ falls within two standard deviations of the mean of the component. If no match occurs, we create a new component for the mixture with the mean equal to the new value of the pixel. We calculate the MML for the new mixture model: if $\text{mess length} (M) > \text{mess length} (M+1)$, then $M = M+1$; otherwise, we update the old mixture parameters using Eqs. (36) and (37). If $\exists p_j < 0$, we discard the component $j$ of the mixture and set $M = M-1$. The algorithm for foreground segmentation is summed up in the following script:

**Algorithm 2.** Mixture initialization for each pixel $x = (x, y)$:

- set $M = 1$, $p_1 = 1$
- $\forall k = 1, \ldots, d$: set $\sigma_{1k} = 0.2$, $\vec{\mu}_{1k} = X_k^{(0)}$ and $\lambda_k = 2$.

For a new frame $I(\ell+1)$, $\ell \geq 0$:

- for each new value $\vec{X}(\ell+1)$ of a pixel $(x, y)$:
  - verify whether there is a match for the new pixel value $\vec{X}(\ell+1)$
  - update the pixel mixture parameters using Eqs. (36) and (37)
- extract the foreground object according to Eq. (35).

To compare the performance of the MoGG and MoG models, we tested both of them using two examples of foreground segmentation. In the first example, the video sequence contains shadows casted by the moving objects, whereas in the second example it contains a sudden illumination change. The first video is taken in an indoor scene (a subway station) and contains 966 frames. The first row in Fig. 6 shows the first frame of the first video. In the second row, we show the 2-D histogram of the RG colors for three typical pixels, characteristic of the following events: 1. no event (background), 2. light shadow, 3. deep shadow, and 4. moving object (foreground). In the third and fourth rows, we show the result of foreground segmentation for frames 120 and 210 of the sequence, with $T = 0.3$. We can see that the MoGG model shows more resilience than the MoG model against segmenting the shadows of the moving objects to the foreground. The second video is also taken in an indoor scene (an office) and contains 500 frames. It begins
with the person entering the office, sitting down, and switching on the light on the desk for 2 sec (corresponding to five frames of the video sequence). The first row in Fig. 7 shows the first frame of the second video. The second row shows the different profiles for a pixel RG histogram characteristic, respectively, of the following events: 1. no event (background), 2. sudden illumination change, and 3. moving object (foreground). In the last row, we show the result of foreground segmentation on frame 306, which belongs to the set of frames where the sudden illumination change occurred; here also, we set $T=0.3$. Again, the MoGG model showed less sensitivity to illumination

Fig. 6 Example of foreground segmentation in a video sequence containing shadows. The second row shows the different pixel histogram profiles in the sequence. The second and third rows show the result of foreground segmentation for two frames containing shadows using the MoG and MoGG models.
change than the MoG model. The major part of the lighted area has been segmented correctly to the background for the MoGG model, whereas the MoG assigned it to the foreground.

We should note, finally, that other experiments have also been conducted to evaluate the performance of the proposed model. The comparison to the MoG model showed that, globally, the MoGG model performs better than the MoG for preserving the optimal number of mixture components when the data contains a small proportion of noise or outliers. However, when the proportion of noise becomes sufficiently great to create distinct classes, the MoGG behaves almost the same as the MoG model. Another issue for the MoGG model concerns the computation time. It takes about one to two seconds to estimate the parameters of the MoGG than those of the MoG. Nevertheless, for a small cost in computation time, the MoGG model provides a better precision than the MoG model, which motivates its

Fig. 7 Example of foreground segmentation in a video sequence containing a sudden illumination change. The first row shows the first frame of the sequence. The second row shows different pixel RG histogram profiles in the sequence. The third row shows frames 217, 306, and 341 of the sequence. The last row shows the result of foreground segmentation in: (a) frame 217 and (b) frame 306 using the MoG model, and (c) frame 306 using the MoGG model.
use for segmentation and, more generally, for any classification problem involving mixture analysis.

5 Conclusions

We propose a new mixture model based on the formalism of general Gaussian distribution. We derive the maximum likelihood estimation and the MML criterion for the selection of model parameters. Our experiments show that the new model outperforms the MoG model, as it has more tolerance to noise and less sensitivity to mixture overfitting. Tests performed on noisy image and video foreground segmentation demonstrate the performance of the model. In future work, other applications of the proposed model will be investigated for problems involving robust mixture modeling.

Appendix A. Calculation of the Derivatives for \( F(\Theta) \)

Note first that we can rewrite the likelihood functions in Eqs. (29)–(31) as follows:

\[
p(X_{j}|\mu_{jk}) \propto \prod_{i=1}^{n_j} \prod_{k=1}^{d} \exp \left[ \frac{A(\lambda_{jk})}{\sigma_{jk}} \left( \frac{X_{ik} - \mu_{jk}}{\sigma_{jk}} \right)^{\lambda_{jk}} \right],
\]

\[
p(X_{j}|\tilde{\sigma}) \propto \prod_{i=1}^{n_j} \prod_{k=1}^{d} \frac{1}{\sigma_{jk}} \exp \left[ \frac{A(\lambda_{jk})}{\sigma_{jk}} \left( \frac{X_{ik} - \mu_{jk}}{\sigma_{jk}} \right)^{\lambda_{jk}} \right],
\]

\[
p(X_{j}|\tilde{\lambda}_{jk}) \propto \prod_{i=1}^{n_j} \prod_{k=1}^{d} \lambda_{jk} \left( \frac{\Gamma(3/\lambda_{jk})}{\Gamma(1/\lambda_{jk})} \right) \frac{1}{\Gamma(1/\lambda_{jk})} \exp \left[ \frac{A(\lambda_{jk})}{\sigma_{jk}} \left( \frac{X_{ik} - \mu_{jk}}{\sigma_{jk}} \right)^{\lambda_{jk}} \right].
\]

where \( n_j \) is the number of data vectors in the \( j \)'th class of the mixture. For the calculation of \( |F(\tilde{\mu}_{jk})| \), the following derivatives are required:

\[
- \frac{\partial \log[p(X_{j} | \Theta)]}{\partial \mu_{jk}} = \frac{\lambda_{jk}}{\sigma_{jk}} \sum_{i=1}^{\lambda_{jk} - 1} \text{sign}(X_{ik} - \mu_{jk}) X_{ik} \mu_{jk}^{\lambda_{jk} - 1},
\]

\[
B(\lambda_{jk}) = \frac{\partial A(\lambda_{jk})}{\partial \lambda_{jk}}
\]

\[
= \frac{1}{2} \left( \log \left[ \frac{\Gamma(3/\lambda_{jk})}{\Gamma(1/\lambda_{jk})} \right] - 3 \frac{\Psi(3/\lambda_{jk})}{2 \lambda_{jk}} + 3 \frac{\Psi(1/\lambda_{jk})}{2 \lambda_{jk}} \right).
\]

We have also:
\[
\frac{\partial^2 \log[p(X_j|\Theta)\}}{\partial^2 \lambda_{jk}} = \frac{n_j}{\lambda_{jk}^2} + \frac{3n_j}{\lambda_{jk}^3}[\Psi(1/\lambda_{jk}) - \Psi(3/\lambda_{jk})] - \frac{9n_j}{\lambda_{jk}^4} \Psi'(3/\lambda_{jk}) - 2B(\lambda_{jk}) \sum_{i=1}^{l} \left[ \frac{X_{ik} - \mu_{jk}}{\sigma_{jk}} \right]^{\lambda_{jk}} \left[ \log \left( \frac{X_{ik} - \mu_{jk}}{\sigma_{jk}} \right) \right]^2
\]
\[-A(\lambda_{jk}) \sum_{i=1}^{l} \left[ \frac{X_{ik} - \mu_{jk}}{\sigma_{jk}} \right]^{\lambda_{jk}} \left[ \log \left( \frac{X_{ik} - \mu_{jk}}{\sigma_{jk}} \right) \right]^2 \] - C(\lambda_{jk}) \sum_{i=1}^{l} \left[ \frac{X_{ik} - \mu_{jk}}{\sigma_{jk}} \right]^{\lambda_{jk}} + \frac{3n_j}{2\lambda_{jk}} \Psi'(1/\lambda_{jk}),
\]

with

\[
C(\lambda_{jk}) = \frac{\partial^2 A(\lambda_{jk})}{\partial^\lambda_{jk}^2}
\]
\[
= \frac{1}{2} A(\lambda_{jk}) \left\{ \frac{1}{\lambda_{jk}^2} \left[ \Psi(1/\lambda_{jk}) - 3\Psi(3/\lambda_{jk}) \right] + \frac{1}{2\lambda_{jk}^2} \left[ \Psi'(3/\lambda_{jk}) - \Psi'(1/\lambda_{jk}) \right] \right\}
\]
\[+ \frac{1}{2} B(\lambda_{jk}) \left\{ \log \left( \frac{\Gamma(3/\lambda_{jk})}{\Gamma(1/\lambda_{jk})} \right) - \frac{3\Psi(3/\lambda_{jk})}{2\lambda_{jk}} + \frac{\Psi(1/\lambda_{jk})}{2\lambda_{jk}} \right\}.
\]

where we have

\[
\Psi(x) = \frac{\partial \log[\Gamma(x)]}{\partial x} \quad \text{and} \quad \Psi'(x) = \frac{\partial^2 \log[\Gamma(x)]}{\partial^2 x}.
\]

In addition, we have:

\[
- \frac{\partial^2 \log[p(X_j|\Theta)]}{\partial \lambda_{jk} \partial \lambda_{jk}} = 0.
\]

This yields Eq. (34).

Appendix B: Calculation of the Derivatives for the Estimation of \( \lambda_{jk} \) Using the Maximum Likelihood Method

The following equations are required in Eq. (11):

\[
\frac{\partial \log[p(\lambda_j|\Theta)]}{\partial \lambda_{jk}} = \sum_{i=1}^{N} p(j|\tilde{X}_k) \frac{\partial \log[p(\tilde{X}_i|\Theta)]}{\partial \lambda_{jk}},
\]

\[
\frac{\partial^2 \log[p(\lambda_j|\Theta)]}{\partial^2 \lambda_{jk}} = \sum_{i=1}^{N} p(j|\tilde{X}_k) \frac{\partial^2 \log[p(\tilde{X}_i|\Theta)]}{\partial^2 \lambda_{jk}}
\]+ \frac{\partial p(j|\tilde{X}_k)}{\partial \lambda_{jk}} \frac{\partial \log[p(\tilde{X}_i|\Theta)]}{\partial \lambda_{jk}},
\]

where we have:

\[
\frac{\partial p(j|\tilde{X}_k)}{\partial \lambda_{jk}} = p(j|\tilde{X}_k)[1 - p(j|\tilde{X}_k)] \frac{\partial \log[p(\tilde{X}_i|\Theta)]}{\partial \lambda_{jk}}.
\]

Note finally that the terms

\[
\frac{\partial \log[p(\tilde{X}_i|\Theta)]}{\partial \lambda_{jk}} \quad \text{and} \quad \frac{\partial^2 \log[p(\tilde{X}_i|\Theta)]}{\partial^2 \lambda_{jk}}
\]
in Eqs. (52) and (53) can be directly deduced from Eqs. (47) and (49).
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