Event Recognition in Photo Albums Using Probabilistic Graphical Model and Feature Relevance
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Abstract—The exponential use of digital cameras has raised a new problem: how to store/retrieve images/albums in very large photo databases that correspond to special events. In this paper, we propose a new probabilistic graphical model (PGM) to recognize events in photo albums stored by users. The PGM combines high-level image features consisting of scenes and objects detected in images. To consider the discriminative power of features, our model integrates the object/scene relevance for more precise prediction of semantic events in photo albums. Experimental results carried out on the challenging PEC dataset with 807 photo albums are presented.

Index Terms—event recognition, feature relevance, probabilistic graphical models.

I. INTRODUCTION

In recent years, digital cameras have become widespread and very accessible to users. Consequently, the fast-growing quantity of personal photos raises the need for efficient photo management and retrieval systems. Most of methods in the past dealing with this issue try to describe the visual image content at semantic level; thus attempting to bridge the so called semantic gap [22]. Several approaches have used different semantic cues such as faces [18], [6] and person identification [19] to facilitate management of personal photo collections. Furthermore, contextual information (e.g., date of acquisition, scene types) have also been exploited [13], [26].

In real-world scenarios, people often organize their collections according to events (e.g., birthday and wedding, etc.) [32]. Therefore, several approaches have been proposed for event recognition in personal photo collections based on visual features [11], [28]. In addition, contextual information (e.g., time-stamps, GPS, etc.) has been successfully incorporated to facilitate event recognition in photo albums [21], [29]. However, methods based solely on low-level image features lack semantically meaningful patterns, which makes them less discriminative for event recognition. Coming one step closer to describe images as perceived by humans, researchers have shifted their focus to process images at a finer level of granularity, including details of objects [24], [25] and scenes [8], in order to provide richer descriptive semantics. The combination of object and scene information has emerged, therefore, as a promising approach for further improving event recognition efficiency [17], [27].

In [17], a statistical model integrating scene and object information for event recognition on single images is proposed. Recently, [27] propose a promising avenue for event recognition in images by using Convolutional Neural Networks (CNNs) [14] for scene and object recognition. In this work, the output of CNNs for scenes and objects are combined for boosting event recognition. It remains, however, that these methods detect events only in single images which provide less rich and complete information about events compared to entire albums. On the one hand, photos constituting albums are usually taken at timestamps reflecting important moments of the events [5] and, therefore, can be more informative about the events. On the other hand, different photos can give a more exhaustive set of objects/scenes involved in the events.

In this paper, a probabilistic graphical model (PGM) combining high-level object and scene features for event recognition in personal photo collections is proposed. Given a photo album, CNNs are used to extract scene and object information from images, which represent the high-level features for event recognition. Moreover, our model incorporates scene/object relevance which allows to boost event prediction efficiency. For example, a ’Christmas tree’ object can help to determine the event Christmas and the same applies for scene ’Mountain with snow’ and event skiing. To infer event categories of new albums, we combine features of all album images and use maximum a posteriori probability (MAP) to estimate the event category. Contrary to previous work for event recognition in sets of images, our approach relies only on visual information. Experiments on a challenging dataset have demonstrated the performance of our approach by comparison with recent state-of-the-art methods.

The remainder of this paper is organized as follows. Section II presents the proposed model. Section III presents our model’s parameter learning steps. Section IV presents how to infer events for new albums. Finally, Section V presents some experimental results for validation.
II. PROPOSED MODEL

A. Image representation

Images belonging to albums are related to events such as birthday, wedding, etc. The high-level visual features that can be exploited to recognize the events are objects and scenes, which represent semantically meaningful patterns. Recently, Convolutional Neural Networks (CNNs) have shown great success in object detection and recognition in images [12], [16], [30] and scene categorization [31], even on most challenging datasets such as Places205 [31] and ImageNet [10]. Motivated by the promising results of the very deep CNN architecture, we adopt the GoogLeNet architecture [23] for both object detection and scene recognition.

B. Graphical model for event recognition

Our objective is to propose a model that associates an album of images with one of the event semantic classes. For this purpose, we use a probabilistic graphical model (PGM) combining high-level features to infer event categories for sets of photos. Fig. (1) shows a representation of the proposed model, where gray nodes represent observed variables in both training and testing phases. Nodes that have no shading are not observed in the testing phase. Finally, the green rounded boxes are the parameters and with dotted lines are calculated variables. Finally, the green boxes and the rounded green boxes are the parameters and hyper-parameters of the model, respectively.

We consider the generative process of an album \( A \) of a particular event containing a set of \( N \) images denoted by \( A = \{I_1, ..., I_N\} \), where \( I_i \) is the \( i \)-th image of the album. Let \( e \in \{1, 2, ..., N_e\} \) be a discrete random variable representing the event category and \( N_e \) is the number of event categories. We suppose that the album \( A \) belongs to one event category \( e \). An event category label \( e \) is chosen according to a Multinoulli distribution \( e \sim p(e|\eta) \), where \( \eta \) is its \( N_e \)-dimensional parameter vector.

An event category \( e \) can exhibit multiple object and scene latent topics that represent semantic contexts in which the object and the scene may appear in the event, respectively. For example, in a Round-trip event, we can consider 'scholar road trip' and 'non-scholar road trip' object topics, and 'littoral road trip' and 'mountain road trip' as scene topics. Selecting a 'scholar road trip' object topic will privilege objects that occur frequently in this theme (e.g., scholar bus, etc.). To generate an image for a particular event category, we first generate scene and object topics from mixtures of available topics. Then, given the selected topics, we generate the object and scene instances of an image. First, we go through the generative process for each scene of \( I_i \in A \). Let \( s \) be a random variable representing a scene. An image can contain \( L_i \) scenes denoted by \( s_i = \{s_{il}\} \), where \( l \in \{1, ..., L_i\} \), \( L_i \in \{1, ..., L_{max}\} \) and \( s_{il} \) is the \( l \)-th scene of the \( i \)-th image of the album. For each scene \( s_{il} \):

- Choose a scene topic \( t_{il} \), where \( t_{il} \) is governed by a Multinoulli distribution \( Mut(\psi(s_{il})) \) with \( N_t \)-dimensional vector, where \( N_t \) is the number of topics in the scene latent space, and \( t^{(v)}_i = 1 \) indicates that the \( v \)-th topic is selected. \( \xi \) is the parameter vector of the Dirichlet prior distribution for \( \psi(s_{il}) \).
- Given the scene topic \( v \in \{1, ..., N_t\} \), generate a scene instance \( s_{il} \) according to a Multinoulli distribution \( Mut(\gamma(v)) \), where \( N_s \)-dimensional vector, where \( N_s \) is the number of scenes. \( \delta \) is the parameter of the Dirichlet prior for \( \gamma(v) \).

Second, we go through the generative process of object instances in the album. The entity object \( o \) follows a Multinoulli distribution with \( N_o \)-dimensional vector, where \( N_o \) is the number of object classes. An image \( I_i \) can contain \( M_i \) objects denoted by \( o_i = \{o_{im}\} \), where \( m \in \{1, ..., M_i\} \), \( M_i \in \{1, ..., M_{max}\} \), and \( o_{im} \) is the \( m \)-th object of the image \( I_i \). For each object \( o_{im} \) of the album:

- Choose an object topic \( q_{im} \), that indicates from which topic the object is generated, where \( q_{im} \) follows a Multinoulli distribution \( Mut(\phi(o_{im})) \) with \( N_o \)-dimensional parameter vector \( \phi(o_{im}) \). Let \( q^{(o)}_{im} = 1 \) indicates that the \( u \)-th topic is selected, and \( N_o \) is the number of topics in the object latent space. \( \kappa \) denotes the hyper-parameter of the Dirichlet prior distribution for \( \phi(o_{im}) \).
- Given the object topic \( u \in \{1, ..., N_o\} \), the object \( o_{im} \) is generated according to a Multinoulli distribution \( Mut(\pi^{(u)}) \) with \( N_o \)-dimensional parameter vector \( \pi^{(u)} \).

Finally, we introduce new variables \( r^{(o,e)} \) and \( r^{(s,e)} \) to encode the discrimination power of each scene and object, respectively, for the prediction of the event categories. Once all scenes and objects of the events are generated, we estimate their relevance \( r^{(o,e)} \) and \( r^{(s,e)} \) as follows:

- Let \( r^{(o,e)} = 1 \) if the object \( o \) is relevant to the event category \( e \) and \( r^{(o,e)} = 0 \), otherwise. Let \( p(r^{(o,e)} = 1|e, o) = \theta_{o,e} \) be a Bernoulli distribution \( Ber(\theta_{o,e}) \) with parameter \( \theta_{o,e} \). The parameter \( \theta_{o,e} \) has a Beta prior with hyper-parameters \( \alpha \) and \( \beta \).
- Let \( r^{(s,e)} = 1 \) if the scene \( s \) is relevant to the event category \( e \) and \( r^{(s,e)} = 0 \), otherwise. Let \( p(r^{(s,e)} = 1|e, s) = \omega_{s,e} \) be a Bernoulli distribution \( Ber(\omega_{s,e}) \) with parameter \( \omega_{s,e} \). The parameter \( \omega_{s,e} \) has a Beta prior with hyper-parameters \( \alpha' \) and \( \beta' \).

III. LEARNING PARAMETERS

A. Estimation of PGM parameters

In this section, we describe the learning of the model parameters \( \{\phi, \pi, \psi, \gamma\} \) as depicted in Fig. (1). We assume that event categories are governed by a uniform distribution, where \( p(e) = 1/N_e \). Furthermore, we suppose that objects and scenes are independent given the event. Thus, the object parameters \( \{\phi, \pi\} \) and the scene parameters \( \{\psi, \gamma\} \) can be learned separately. Without loss of generality, we present the learning steps for object parameters. Then, the same steps can be followed for learning scene parameters.
The $N_z$-dimensional parameter vector $\phi^{(e)}$ has Dirichlet distribution prior with the hyper-parameter $\kappa$. It governs the distribution of topics $z_{im}$ given an event category $e$. The Bayesian estimation of the entries of the vector $\phi^{(e)}$ is given as follows:

$$
\phi_u^{(e)} = p(z(u) = 1|e) = \frac{n_{u,e} + \kappa_u}{\sum_{j=1}^{N_z} n_{j,e} + \kappa_u} ,
$$

where $n_{u,e}$ is the number of occurrences of object topic $z(u)$ in the event category $e$ and $\kappa_u$ is the $u$-th entry of $\kappa$.

The parameter $\pi^{(u)}$ governs the distribution of an object category $o$ given that an object theme $z(u) = 1$. We suppose a Dirichlet prior with hyper-parameter $\mu$ for the parameter vector $\pi^{(u)}$. The Bayesian estimation for $\pi^{(u)}$ is given by:

$$
\pi_o^{(u)} = p(o|z(u) = 1) = \frac{n'_{o,u} + \mu_o}{\sum_{k=1}^{n'} n'_{k,u} + \mu_o} ,
$$

where $n'_{o,u}$ is the number of occurrences of object category $o$ given the topic $z(u)$, and $\mu_o$ is the $u$-th entry of the vector $\mu$. Finally, we choose a uniform prior for the distribution of hyper-parameters $\{\kappa, \mu, \xi, \delta\}$, respectively [20].

### B. Estimation of relevance parameters

In this section, we estimate the relevance parameters $\theta_{o,e}$ and $\omega_{a,e}$. We recall that $p(r^{(o,e)} = 1|\theta_{o,e})$ is a Bernoulli distribution that represents an object relevance (resp. $p(r^{(a,e)} = 1|\omega_{a,e})$ for a scene relevance) for recognizing event $e$. Without loss of generality, we present the steps for estimating object relevance parameters. The same steps can be followed for estimating scene relevance parameters. The Bernoulli distribution for the variable $r^{(o,e)}$ is formulated as follows:

$$
p(r^{(o,e)} = 1|\theta_{o,e}) = \theta_{o,e}^{r^{(o,e)} = 1}(1 - \theta_{o,e})^{1-r^{(o,e)}},
$$

To estimate $r^{(o,e)}$, we generate $T$ samples from several albums. Let $D = \{r^{(o,e)}_1, \ldots, r^{(o,e)}_T\}$ be $T$ (calculated) observations of the variable $r^{(o,e)}$. Each observation is calculated from a given sample as: $r^{(o,e)}$ is the distribution prior with the hyper-parameter $\kappa$. It governs the distribution of topics $z_{im}$ given an event category $e$. The Bayesian estimation of the entries of the vector $\phi^{(e)}$ is given as follows:

$$
\phi_u^{(e)} = p(z(u) = 1|e) = \frac{n_{u,e} + \kappa_u}{\sum_{j=1}^{N_z} n_{j,e} + \kappa_u} ,
$$

where $n_{u,e}$ is the number of occurrences of object topic $z(u)$ in the event category $e$ and $\kappa_u$ is the $u$-th entry of $\kappa$.

The parameter $\pi^{(u)}$ governs the distribution of an object category $o$ given that an object theme $z(u) = 1$. We suppose a Dirichlet prior with hyper-parameter $\mu$ for the parameter vector $\pi^{(u)}$. The Bayesian estimation for $\pi^{(u)}$ is given by:

$$
\pi_o^{(u)} = p(o|z(u) = 1) = \frac{n'_{o,u} + \mu_o}{\sum_{k=1}^{n'} n'_{k,u} + \mu_o} ,
$$

where $n'_{o,u}$ is the number of occurrences of object category $o$ given the topic $z(u)$, and $\mu_o$ is the $u$-th entry of the vector $\mu$. Finally, we choose a uniform prior for the distribution of hyper-parameters $\{\kappa, \mu, \xi, \delta\}$, respectively [20].

### IV. INFERRING AN EVENT CATEGORY FOR A NEW ALBUM

We consider the full graphical model of Fig. (1). Let $\Theta = \{\eta, \{\phi^{(e)}, \pi^{(e)}, \omega^{(a)}, \gamma^{(e)}\}, \omega, \theta\}$ denote the set of parameters used in our PGM, $r_o = \{r^{(o,e)}_o = 1 : N_o, e = 1 : N_e\}$, and $r_s = \{r^{(s,e)}_s = 1 : N_s, e = 1 : N_e\}$ are the estimated relevance for object and scene respectively. Given a new album $A$, the goal is to infer its event category $e$. This is achieved by calculating the maximum likelihood function for the album given each event. We assume that the images in $A = \{I_1, I_2, \ldots, I_N\}$ are independent and that the probability
of an event category depends only on the parameters the event class. Writing the album in term of images gives,

\[ p(e|A, r_o, r_o, \Theta) \propto \prod_{i=1}^{N} p(e|l_i, r^{(s,e)}, r^{(o,e)}, \Theta) \]

\[ = \prod_{i=1}^{N} p(e|o_i, s_i, r^{(s,e)}, r^{(o,e)}, \Theta) \]

\[ = \prod_{i=1}^{N} \left\{ \prod_{m=1}^{M_i} p(e|o_{im}, r^{(o,e)}, \Theta) \prod_{l=1}^{L_i} p(e|s_{il}, r^{(s,e)}, \Theta) \right\}, \quad (7) \]

where the second equality comes from the assumption that building blocks of an image \( I_i \) are constituted of scenes and objects: \( I_i = \{ o_i, s_i \} \). The third equality comes by assuming that the objects and scenes of each image are detected separately in independent phases. The likelihood of the album images at the object level, which is expressed in the first term of Eq. (7), can be marginalized on the set of object topics as follows:

\[ p(e|o_{im}, r^{(o,e)}, \Theta) \propto p(r^{(o,e)}|o_{im}, \Theta) \sum_{z_{im}} p(o_{im}|z_{im}, \Theta)p(z_{im}|e, \Theta)p(e|\eta) \quad (8) \]

The expansion of individual terms in Eq. (8) depends on the full structure graphical of Fig. (1). Similarly to objects, the second term of Eq. (7) expresses the likelihood of the album images at the scene level, this term can be marginalized on the set of scene topics as follows:

\[ p(e|s_{il}, r^{(s,e)}, \Theta) \propto p(r^{(s,e)}|s_{il}, \Theta) \sum_{t_{il}} p(s_{il}|t_{il}, \Theta)p(t_{il}|e, \Theta)p(e|\eta) \quad (9) \]

Finally, we compute the maximum posterior probability (MAP) according to each event category \( e \in \{ 1, 2, ..., N_e \} \) using the following maximization:

\[ \hat{e} = \arg \max_{e} p(e|A, r_o, r_o, \Theta) \quad (10) \]

where \( \hat{e} \) represents the most likely event label that will be assigned to the album \( A \).

V. EXPERIMENTAL RESULTS

A. Experimental Dataset

The experiments are carried out on Personal Event Collect (PEC) dataset, which is photo collections of provided by [5]. Namely, the PEC dataset consists of 807 collections, which are collected from Flicker with total of 61,000 images belonging to 14 event classes such as birthday, wedding and cruise, etc. We use the same experimental protocol suggested by the dataset creators. Particularly, we kept the 140 albums using for the test and selected randomly 84 albums for the training the model.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Measure</th>
<th>Average accuracy</th>
<th>Average ( F_1 ) measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bossard et al. [5]</td>
<td></td>
<td>55.71%</td>
<td>56.16%</td>
</tr>
<tr>
<td>Wu et al. [28]</td>
<td></td>
<td>73.43%</td>
<td>57.68%</td>
</tr>
<tr>
<td>Our model</td>
<td></td>
<td>74.28%</td>
<td>74.82%</td>
</tr>
</tbody>
</table>

TABLE I COMPARISON OF OUR METHOD WITH STATE-OF-ART METHODS USING THE PEC DATASET.

B. Comparative experiments and discussion

We compare our proposed model against the most recent work in the literature provided by Wu et al. [28] and PEC dataset creators Bossard et al.[5]. The results of the comparison are shown in Table I. We recall that [28] have presented multiple results using different configurations of their method. We picked the best results obtained by their configurations.

In terms of classification accuracy, we can note that our method achieves an average of 74.29%, exceeding the best average accuracies obtained by [28] and [5] by 0.85% and 18.57%, respectively. More specifically, our method outperforms the others in the events Birthday, Children’s birthday, Easter, Graduation and Wedding. For other event categories, we have achieved a close performance to the compared methods. In terms of the \( F_1 \) score, we have obtained an average score of 74.82%, exceeding the best \( F_1 \) scores obtained by [28] and [5] by 17.17% and 18.66%, respectively. This can be explained by the fact that the \( F_1 \) score is a compromise measure between the precision and recall, whereas the accuracy is calculated only from recall information. In other words, the obtained precision for our method is generally higher than those of the compared ones.

These results confirm, among other things, that the combination of scene and object cues and the integration of their relevance is a very suitable method for event recognition in photo albums. Not only our method outperforms recent state-of-the-art methods, but feature relevance can be useful for more interpretable results which can be of prominent importance for applications such as album summarization and retrieval.

VI. CONCLUSION

We have introduced a probabilistic graphical model for album classification in social event categories. Our method takes advantage of recent developments on object/scene recognition in images to build high-level features for event recognition in photo albums. Moreover, we introduced a probabilistic feature relevance scheme that tunes the contribution of features according to their power of event discrimination. This allows to boost event recognition accuracy and obtain more interpretable results.
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